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Introduction

**The goal of image compression is to reduce
the amount of data required to represent a
digital 1image.

“*Important for reducing storage

Transmit (channel)
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* Decompress—— f(x;y) =
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o retrieve
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Device
>
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Approaches

** Lossless

= Information preserving
= Low compression ratios
= e.g., Huffman

*» Lossy
= Does not preserve information

= High compression ratios
= e.g., JPEG

¢ Tradeoff: image quality vs compression ratio
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Data vs Information

¢ Data and information are not synonymous terms!

<+ Data 1s the means by which information is
conveyed.

¢ Data compression aims to reduce the amount of
data required to represent a given quantity of
information while preserving as much information
as possible.
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Data Redundancy

“*Data redundancy 1s a mathematically
quantifiable entity!

Data Set 2
Pata Set compression (compressed
(image) | image)
n1 carrying units n2 carrying units
(e.g., bits) (e.g., bits)
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Data Redundancy (cont’d)

<*Compression ratio: Cz="

1y

. 1
‘*Relative data redundancy: r,=1- o
“R
Example:
, 10 Sl |
IiCR:T:thenRD:l—E:D.Q if n, = n,, then Cx=1, R,=0

(90% of the data in dataset 1 is redundant) £ 7, << ny. then Cx — oo, Rp — 1

1fn, = n,.thenCr - 0. Rp = —o0
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Types of Data Redundancy

(1) Coding
(2) Interpixel
(3) Psychovisual

s The role of compression is to reduce one or
more of these redundancy types.
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Coding Redundancy

“sData compression can be achieved using an
appropriate encoding scheme.

Example: binary encoding

0: 000  4:100
1: 001  5:101
2:010  6:110
3:011  7: 111
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Encoding Schemes

**Elements of an encoding scheme:

= Code: a list of symbols (letters, numbers,
bits etc.)

= Code word: a sequence of symbols used to
represent a piece of information or an event
(e.g., gray levels)

= Code word length: number of symbols in

each code word
Example: (binary code, symbols: 0,1, length: 3)

0: 000  4:100
1: 001  5:101
2:010 6:110
3:011  7:111
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Definitions

N x M image Expected value:

1.: k-th gray level E (X ) = E xP (X = x)
P(ry,): probability of 1, T

[(ry): # of bits for 7
-1

Average # of bits: L., = E(I(r}.)) = X 1(ry)P(ry)
k=0

Total # of bits: NML .,

Image Compression



Constant Length Coding

“*1(r,) =c which implies that L

avg
re pAre) Code 1 Li(ry)

ro =0 0.19 000 3
=gl 0.25 001 3
B 27 0.21 010 3
ry = 3/7 0.16 011 3

Example: r = 4/7 0.08 100 3
= 0.06 101 3
re = 6/7 0.03 110 3
r, =1 0.02 111 3

Assume an image with L =8

7 7
Assume /(1) =3, L,,, = > 3P(r;) =3 X P(r;) =3 bits
g
k=0 k=0

Total number of bits: 3NM




Avoiding Coding Redundancy

s+ To avoid coding redundancy, codes should
be selected according to the probabilities of
the events.

e Variable Length Coding

= Assign fewer symbols (bits) to the more
probable events (e.g., gray levels for images)
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Variable Length Coding

*»*Consider the probability of the gray levels:

pr(rk) Iz(rk)
0.25 -
/
' 5
BN e K .
e = 2.7 bits
P p 7/ # \} 4 )
Fo= 0 00.125 S T hry)
no= 107 0 = 3 #
r, = 2T 0 = ibout 10%)
ry, = 3/1 0 2
i JF/
ry = 4/7 0
rs = 517 (¢ 1
re = 6/7 C 099
r, = 1 C 0.0
0 1/7 2/7 3/7 47 5/7 6/7 it
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Interpixel redundancy

s Interpixel redundancy implies that any pixel
value can be reasonably predicted by its
neighbors (i.e., correlated).

X

10° p, X 102

correlation: f(x) o g(x) = j (a)g(x +a)da

autocorrelation: g(x) = f(x) o L o i m» j
D I wo nages an pray- /i stograms and nor. 71 n
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Interpixel redundancy (cont'd)

“*To reduce interpixel redundnacy, the data must be
transformed 1n another format (1.e., through a

transformation)
= e.g., thresholding, or differences between adjacent pixels, or
DFT SR (profile — line 100)

‘ dAiV I q At O ' AL 1L.°
200 ﬁ

original i | It 150
. 1C04
° , ganan |

It B e

threshold F

1L | M
(a) 186 —1.]':":‘/‘/ Y : :
i 0 L 1 ] |
q 1CiU | (L e | Lo 1y 0 62 149 195 751 813
bﬁ ] Hul'/nnmll gjnunlinmc
thresholded ' —— Run-length encoding:
.’.. (1,63) (0.87) (1.37) (0.5) (1.4) (0. 556) (1.62) (0.210)

Using 11 bits/pair: (1 +1 0)
88 bits are required (compared to 1024 1)
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Gray level

255

200 M

150 |

100 -

SOl S Y ile MM,

| 186 —dant ! 191 PO,
O JERLY § P R | 1 21181
m:r)g*r&?{ ST threshotd =
h2 . 751 813 1023

Horizontal coordinate

(c)
thresholded E I( Run-length encoding:
;._mm_u (1,63) (0.87) (1.37) (0.5) (1.4) (0. 556) (1.62) (0.210)
I(

Using 11 bits/pair: (1 +1 O)
88 bits are required (compared to 1024 1)
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Psychovisual redundancy

s Takes into advantage the peculiarities of the
human visual system.

**The eye does not respond with equal
sensitivity to all visual information.

**Humans search for important features (e.g.,
edges, texture, etc.) and do not perform
quantitative analysis of every pixel in the
1mage.
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Psychovisual redundancy (cont’'d)
Example: Quantization

16 gray levels

improved gray-scale

256 gray levels 16 gray levels quantization

1.e., add to each pixel a
pseudo-random number
prior to quantization
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How do we measure information?

s*What 1s the information content of a
message/image?

** What is the minimum amount of data that is

)

sufficient to describe completely an image
without loss of information?

Image Compression



Modeling the Information Generation
Process

*» Assume that information generation process
1s a probabilistic process.

** A random event £ which occurs with
probabili@i P(F) contains:

I(E) = Iﬂg(ﬁ = — log(P(E)) units of information

note that when P(E) = 1. then /(£) = 0: no information !
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How much information does a pixel
contain?

“*Suppose that the gray level value of pixels
1s generated by a random variable, then r,
contains

[(r;) =—10og(P(r;)) unitsof information
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Average information of an image

“*Entropy: the average information content of

an 1mage L]
H =% I(r,) Pr(7;)

=0

using [(r},) =—log(P(r}))

we have:

H = - Z P(ry)log(P(ry))

units/pixel

Assumption: statistically independent random events
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Modeling the Information Generation
Process (cont'd)

Redundancy R=Lu,—H

-1
where: L. =E((ry)) = g{} () P(ry)

note that if L., = H, then R =0 - no redundancy

avg
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Entropy Estimation

“*Not easy!

image
218210 2181953351691 243+ (24331943
202 ISR US ] GORD A3 SRIA3 DA S
2 IR OSER1 69 L4243 D43 L1943
21 AESVIRNOS 169412431 943 943

Gray Level Count Probability
21 12 3/8
95 4 1/8
169 4 1/8
243 12 3/8

e —— D —
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Entropy Estimation

“*First order estimate of H:

3
H=-2 P(ry)log(P(r;)) = 1.81 bits/pixel

k=0

Total bits: 4 x 8 x 1.81 = 58 buts
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Estimating Entropy (cont’'d)

“*Second order estimate of H:
= Use relative frequencies of pixel blocks :

image

Gray Level Pair Count Probability

2185210 S21E0SHI1 691 243+ 1924338943 =
211421 {91 % 950801 (21, 21) 8 .

69 243 243 243 (21, 95) 4 18

2P INO5E 690 943+ 943 - 943 (95, 169) 4 1/8

21 ESVIRNOSEE1694 22435 1943 1943 (169, 243) 4 1/8

(243, 243) 8 1/4

(243, 21) 4 1/8

H=2.5/2=1.25 bits/pixel
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Estimating Entropy (cont’'d)

¢ Comments on first and second order entropy
estimates:

= The first-order estimate gives only a lower-bound on
the compression that can be achieved.

= Differences between higher-order estimates of entropy
and the first-order estimate indicate the presence of
interpixel redundancies.
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Question

‘*How do we deal with interpixel
redundancy?

Apply a transformation!
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Estimating Entropy (cont’'d)

)

“*E.g., consider difference image:

218210 82180501691 243+ 124310243 2 00 0, 7deid 740 U
21889 S 918 G588 60043 XA 353 - 2.0 40 T4 274 741010
AU IG5 69 VA3 N 943 943 i 0007 74 74 6 T4i07 10
2 NESIENGS 169, 243" 243, 243 GO0 T4 AL w0 0
Gray Level or
Difference Count Probability
0 12 12
21 4 1/8
74 12 3/8
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Estimating Entropy (cont’'d)

)

“*Entropy of difference image:

2
H=- ) P(rp)log(P(r;)) = 1.41 bits/pixel
=0

* Better than before (1.e., H=1.81 for original image),
however, a better transformation could be found:

1.41 bats/pixel > 1.25 bits/pixel (from 2nd order estimate of /)
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Image Compression Model

Encoder Decoder
A
f . Source . Channel e | Channel Channel Source f(x.y)
(x.y) encoder | -. encoder | -. *| decoder * | decoder \l
'\.\J -\\
- noise tolerant representation

comdpregsiﬂn_ (additional bits are included to guarantee
(noredundancies)  qotection and correction of errors due to

transmission over the channel - Hamming coding )
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Image Compression Model (cont’d)

Encoder
. Symbol
— —
f(x,y) Quantizer N encoder N Channel
, N ~
‘ . - . .
no interpixel redundancies no psychovisual redundancies no coding redundancies
(reversible) (not reversible in general) (reversible)

“* Mapper: transforms the input data into a format that
facilitates reduction of interpixel redundancies.
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Image Compression Model (cont’d)

Symbol
f(x,y)— | Mapper encoder | ——* Channel
, N N
»~
no interpixel redundancies no psychovisual redundancies no coding redundancies
(reversible) (not reversible in general) (reversible)

¢ Quantizer: reduces the accuracy of the mapper’s
output in accordance with some pre-established
fidelity criteria.
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Image Compression Model (cont’d)

Encoder

: Symbol
f(x,y)—e | Mapper —> Quantizer er¥coder Channel
, T N
»~
no interpixel redundancies no psychovisual redundancies no coding redundancies
(reversible) (not reversible in general) (reversible)

“*Symbol encoder: assigns the shortest code to

the most frequently occurring output values.
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Image Compression Models (cont’'d)

Channel —e

Decoder

Symbol
decoder

De-Quantizer

Inverse
Mapper

¢ The inverse operations are performed.

— o f(x,y)

*» But ... quantization is irreversible in general.
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Fidelity Criteria

A
f(x,y)—e | Compress |— & g(x,y) — e |Decompress|—— f(X,y)

fx.9)= f(x.y) +e(x.y)

*How close is sx.») to fo.y ?

s*Criteria
= Subjective: based on human observers

= Objective: mathematically defined criteria
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Subjective Fidelity Criteria

Value Rating Description

1 Excellent An image of extremely high quality, as good as you could
desire.

2 Fine An image of high quality, providing enjoyable viewing.
Interference is not objectionable.

3 Passable An image of acceptable quality. Interference is not
objectionable.

| Marginal An image of poor quality; you wish you could improve it.
Interference is somewhat objectionable.

5 Inferior A very poor image, but you could watch it. Objectionable
interference is definitely present.

6 Unusable An image so bad that you could not watch it.
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Objective Fidelity Criteria

“*Root mean square error (RMYS)

o = \/ o 3 S () - [P

=0 y=0

“*Mean-square signal-to-noise ratio (SNR)

M-1 N-1

Y X (f(x.0)

x=0 y=0
ms — M-1N-1

> Xy - f(x )

x=0 y=0

SNR
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Example

RMS=5.17 RMS=15.67 RMS=14.17
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Lossless Compression

f(x,y)——& | Compression |——— e | Decompressiop—————— s f(X,y)

e(x,y)= f(x,¥) = f(x,») =0

e Huffman, Golomb, Arithmetic = coding redundancy

* LZW, Run-length, Symbol-based, Bit-plane = interpixel redundancy
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Huffman Coding
(i.e., removes coding redundancy)

compregsion can be achieved
by encodinga) appropriately

Source —e akx—e | Encode | —e| Decode |——e a3,

(gray levels)

¢ Itis a variable-length coding technique.

¢ It creates the optimal code for a set of source
symbols.

“* Assumption: symbols are encoded one at a time!
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Huffman Coding (cont'd)

“*Optimal code: minimizes the number of code
symbols per source symbol.

o Forward Pass
1. Sort probabilities per symbol
2. Combine the lowest two probabilities
3. Repeat Step2 until only two
probabilities remain.

Original source . Source reduction

Symbol Probability 1 2 3 4
a, 0.4 0 4 0 4 0 4 0.6
ag 0.3 j 0.4
a, 0.1 j—> O 3
a, 0.1
a, 0.06 O l
as 0.04 l
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Huffman Coding (cont’'d)
*Backward Pass

Assign code symbols going backwards

Original source Source reduction
Prob. Code | 2 3 4
0.4 1 04 1 0.4 1 0.4 1 06 0
0.3 00 0.3 00 0.3 00 0.3 00 04 1
0.1 011 0.1 0I1 0.2 010 03 01
0.1 0100 0.1 0100 0.1 011
0.06 01010 0.1 0101
0.04 01011
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Huffman Coding (cont’'d)

)

‘man coding:

L, using Hu
6
Layg = E(I(ap)) = 51 l(ap)P(ai)=
3x0.1 + 1x0.4 + 5x0.06 + 4x0.1 + 5x0.04 + 2x0.3=2.2 bits/symbol

L, . assuming binary codes:

6 symbols, we need a 3-bit code

avg

(a;: 000, a,: 001, asz: 010, a4: O11, as: 100, ag: 101)

6 6 6
Lowe = 2 l(ap)P(ay) = X 3P(a;)=3 X P(a;) =3 bits/symbol
k=1 k=1 k=1
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Huffman Coding (cont'd)

s Comments

= After the code has been created,
coding/decoding can be implemented using
a look-up table.

= Decoding can be done in an unamblguous

1 |
Way [ Original source
f’ Sym. Prob.  Code
010100111100 B o 1
\_/U\ / I 03 o
a a a2 a6 ‘ a 0.1 011
3 1 iz 01 0100

| o, 006 01010
| o, 004 o101
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Arithmetic (or Range) Coding
(i.e., removes coding redundancy)

*» No assumption on encoding symbols one at a time.

= No one-to-one correspondence between source and code
words.

¢ Slower than Huffman coding but typically achieves better
compression.

¢ A sequence of source symbols is assigned a single
arithmetic code word which corresponds to a sub-interval
in [0,1]
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Arithmetic Coding (cont’'d)

¢ As the number of symbols in the message
increases, the interval used to represent it

becomes smaller.

= Each symbol reduces the size of the interval
according to its probability.

**Smaller intervals require more information
units (1.e., bits) to be represented.
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Arithmetic Coding (cont’'d)

Source Symbol Probability
Encode message: a; a, ay a3 ay y 02
a :
ai 0.4
N 0.2

1) Assume message occupies [0, 1)

0 1 Initial Subinterval
. e [0.0,0.2)
2) Subdivide [0, 1) based on the probabilities of a; 0.2,0.4)
[0.4,0.8)
[0.8, 1.0)

3) Update interval by processing source symbols
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Example

Source Symbol Probability Initial Subinterval

a, 0.2 [0.0,0.2)

a, 0.2 [0.2,0.4)

s 0.4 [0.4,0.8)

a, 0.2 [0.8,1.0)

Encoding sequence ——
a (0} as (3 ag
1 0.2 — 0.08 — 0.072 — 0.0688 — —
iy {dq [2¥] g (¥
_ - — — 0.06752 — —
s a3 ds as as
az az az az a
ay ay aq a, q
0—- 0 0.04 — 0.056 — 0.0624 —

d; dy d3 A3 Ay

[0.06752,0.0688)

or

b
0.068




Example

 The message a; a, a; a3 a, 1s encoded using 3 decimal
digits or 0.6 decimal digits per source symbol.

* The entropy of this message is:
-(3 x 0.2l0g((0.2)+0.4l0g((0.4))=0.5786 digits/symbol

Note: Finite precision arithmetic might cause problems due to
truncations!
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1.0

0.8

0.8

0.72

0.56

0.4

0.4

Arithmetic Coding (cont’d)

0.5728

0.57152

Decode 0.572

056896 l’

a3 33 d; dy dy
-0.56768

0.56 0.56 0.5664
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Arithmetic Coding (cont’'d)

** Encode
= Low =0
= High =1

= Loop. For all the symbols.
v'Range = high - low
v'High = low + range * high_range of the symbol being
coded

v’ Low = low + range * low_range of the symbol being
coded

*»* Where:

= Range, keeps track of where the next range should
be.

= High and low, specify the output nhumber.
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Arithmetic Coding (cont’'d)

MI Range |Low value | High value \

e 0 1 | | Symbol | Probability | Range

b |1 05 075 |la |2 [00,05) |
a  [025 o3 0625 [lb |1 [05.075)|
¢  |o12s |0s59375 |o62s [|c |1 [0.75.1.0) |

a \ 0.03125 \ 0.59375 | 0.609375 ‘
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Arithmetic Coding (cont’'d)

*Decode

= Loop. For all the symbols.
v'Range = high_range of the symbol - low_range
of the symbol

v'"Number = number - low_range of the symbol
v'"Number = number / range
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Arithmetic Coding (cont’'d)

_l_l
c |1 [0.75. 1.0)

0.25 75

0.5

Image Compression



LZW Coding
(i.e., removes inter-pixel redundancy)

¢ Requires no priori knowledge of probability
distribution of pixels

¢ Assigns fixed length code words to variable length
sequences

* Patented Algorithm US 4,558,302

** Included in GIF and TIFF and PDF file formats
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LZW Coding

¢+ A codebook or a dictionary has to be constructed.
= Single pixel values and blocks of pixel values

¢ For an 8-bit image, the first 256 entries are
assigned to the gray levels 0,1,2,..,255.

¢ As the encoder examines image pixels, gray level
sequences (1.e., pixel combinations) that are not in
the dictionary are assigned to a new entry.
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Example

Consider the following 4 x 4 8 bit image
39 39 126 126
39 39 126 126
39 39 126 126
39 39 126 126

Initial Dictionary
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Example

30 30 126 126 - Is 39 in the dictionary........ Yes
4 4 - What about 39-39............. No
39 39 126 126 - Then add 39-39 1n entry 256

39 39 126 126
39 39 126 126
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Example

concatenated sequence (CS)

39 39 126 126 (CR) (P)

Currently Dictionary
3 9 3 9 1 2 6 1 2 6 Recognized Pixel Being Encoded Location
3 9 3 9 1 2 6 1 2 6 Sequence Processed Output (Code Word) Dictionary Entry
39
39 39 126 126 39 39 39 256 39-39
39 126 39 257 39-126
126 126 126 258 126-126
If CS 1s found: 126 39 126 259 126-39
39 39
(1) No Output 39-39 126 256 260 39-39-126
126 126
(2) CR=CS 126-126 39 258 261 126-126-39
39 39
39-39 126
If CS not found: 39-39-126 126 260 262 39-39-126-126
126 39
(1 ) Output D(CR) 126-39 39 259 263 126-39-39
39 126
(2) Add CStoD 39-126 126 257 264 39-126-126
(3) CR=P 126 126
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Decoding LZW

e The dictionary which was used for encoding need not
be sent with the image.

* A separate dictionary is built by the decoder, on the
“fly”, as 1t reads the received code words.
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Run-length coding (RLC)
(i.e., removes interpixel redunancy)

4

*» Used to reduce the size of a repeating string of characters (1.e.,
runs)

aaabbbbbbcc—=> (a3) (b, 6)(c,2)

*+ Encodes a run of symbols into two bytes , a count and a
symbol.

¢ Can compress any type of data but cannot achieve high
compression ratios compared to other compression methods.
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Run-length coding
(i.e., removes interpixel redunancy)

**Code each contiguous group of 0’s and 1°s,
encountered 1n a left to right scan of a row,
by its length.

111110000001 - (1,5)(0, 6)
(1, 1)
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Bit-plane coding
(i.e., removes interpixel redundancy)

¢ An effective technique to reduce inter pixel redundancy is
to process each bit plane individually

¢ The image is decomposed into a series of binary images.

¢ Each binary image 1s compressed using one of well known
binary compression techniques.
= e.g., Huffman, Run-length, etc.
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Combining Huffman Coding
with Run-length Coding

“*Once a message has been encoded using
Huffman coding, additional compression
can be achieved by encoding the lengths of
the runs using variable-length coding!

010100111100

e.g., (0,1)(1,1)(0,1)(1,1)(0,2)(1,4)(0,2)
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Lossy Compression

¢ Transform the image into a domain where
compression can be performed more efficiently.

** Note that the transformation itself does not
compress the image!

~ (N/n)? subimages
i - Consrruct Forward : Symbol Compressed
;Ln;grj) » sut:zi:;:ges - transform e ] Quantizer encoder image
( ‘

Merge Decompressed
Compressed Symbol L—‘ Ihve%rse A., nxn 'L"" image
image decoder ansite subimages

Image Compression



Lossy Compression (cont’'d)

“*Example: Fourier Transform

N-1 N-1 J2r(ux+vy)
N, x,y=0,1.,...N-1

fx.y) =

N =0 =

The magnitude of the
FT decreases, as u, v
increase!

J2r(ux+vy)

FQu,vie N , x,y=0.1,...,N-1

Y (f(x,v)— f(x, 1)) is very small !!

_
DYDY

u=0 v=0

f(x, 1)—




Transform Selection

N-1 N-1

Jo, )= 2 2 T, v)h(x,y,u,v)

u=0 v=0

**T(u,v) can be computed using various
transformations, for example:
= DFT

= DCT (Discrete Cosine Transform)
= KLT (Karhunen-Loeve Transformation)
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DCT

forward

N-1N-1 Qx+ Dur Qy+1vr

Cluv) = a@a) T 3 f(x,y)eos(——r—)eos(=— ).

u,v=0,1,....N-1

inverse

N-1N-1 Q2x+ Dur Qy+1)vr

Jey)= 2 2 a@a()Cu, vcos(—————)cos( —)

u=0 v=0 'l 2N

x, y=0,1,....N-1

v — {m—x ifu-0 [
v
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DCT (cont'd)

*»Basis set of functions for a 4x4 image

(1.e.,cosines of di

) Al

v
1

0

erent frequenc1es)

mnn

ii
1 |

0 L
3=

i
=
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DCT (cont'd)

WHT

8 x 8 subimages

64 coefficients
per subimage

50% of the
coefficients
truncated

RMS error: 232 178 113
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DCT (cont'd)

**DCT minimizes "blocking artifacts" (i.e.,
boundaries between subimages do not

DFT

1.e., n-point periodicity
gives rise to
discontinuities!

DCT

1.e., 2n-point periodicity |

prevents

discontinuities! | |
!

(b)
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DCT (cont'd)

«»Subimage size selection  : -

P

I ! ! I ! ! !
2 4 8 16 32 64 128 256 512

Subimage size
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JPEG Compression

“*JPEG uses DCT for handling interpixel
redundancy.

“*Modes of operation:
(1) Sequential DCT-based encoding
(2) Progressive DCT-based encoding

(3) Lossless encoding

(4) Hierarchical encoding
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JPEG Compression

(Sequential DCT-based encoding)

Source -
image data JPEG Encoder C_ompressed
image data

quwnrd
discrete Quantizer
cosIne
wranaform

Table Table
§x8 blocks specification specification
Reconstructed
image data
JPEG Encoder
|
1
[nverse
Entrophy
decoder Dequuntizer DCT l|
' 1
|
Table Table
gpecification specification
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JPEG Steps

1. Divide the image into 8x8 subimages;

For each subimage do:
2. Shift the gray-levels in the range [-128, 127]

3. Apply DCT (64 coefficients will be obtained: 1
DC coefticient F(0,0), 63 AC coefficients F(u,v)).

4. Quantize the coefficients (i.e., reduce the

amplitude of coefficients that do not contribute a

lot).

C(u,v)
Cy(u,v) = Round| N __ Quantization
O(u, v) Table
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JPEG Steps (cont’'d)

5. Order the coefficients using zig-zag ordering

- Place non-zero coefficients first
- Create long runs of zeros (i.e., good for run-length encoding)

- See next slide
6. Encode coeftficients.

DC coefficients are encoded using predictive encoding

All coefficients are converted to a binary sequence:

6.1 Form intermediate symbol sequence

6.2 Apply Huffman (or arithmetic) coding (i.e., entropy
coding)
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Horizontal frequency

JPEG Steps (cont’'d)

AC coefficients are arranged into a zig-zag sequence:
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Shifting and DCT

o . c) Block after FDCT
(a) Original 8 8 block (b) Shifted block () Eqna. (5)
| [ 1216 19 12 11 27 51 47 e

140 144 1471140 140 155 179 17 185-17 14 -8 23 -9-13-18

1624 121912203951 || 29.34 26 -9-10 10 13 6
144 152 140 147 140 148 167 17
152 155 136 167 163 162 152 17 2427 83935342444 | .40-23 -1 6-18 3-20 O
168 145 156 160 152 155 136 1 401728322427 832 8 514-14-8 2 3 8
162 148 156 148 140 136 147 16 3420282012 81934 gl Sy =117 18715
147 167 140 155 155 140 136 162 193912272712 834 3 2-18 8 83 0 6
136 156 123 167 162 144 140 14 828 -53934 1612 19 A2 3 -1 -7 =i~

(non-centered
spectrum)
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Quantization

(d) Quantization table
(quality = 2)

,0, . . 35 7 911131517
»*Quantization Table Example 51748, US55

911131517 192123
11131517 19212325

for i=0 to e
for 1=0 to n; 17 19 21 23 25 27 29 31
Qlij]= 1+ (1+i+j)*quality:
end j;
end 1;

1 < quality €25

/ \

(best - low compression) (worst - high compression)
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Quantization (cont’d)

(c) Block after FDCT
Eqn. (5)

185-17 14 -8 23 -9-13-18
20-34 26 -9-10 10 13 6
-10-23 -1 6-18 3-20 0
-8 514-14 8 -2 -3 8

39 7 1-1117 1815 (e) Block after quantization
3 218 8 83 0 6 Eqn. (6)

BRDE2 3 -1 -1 61 32020 0-1
fieson 7 -2 1 1 4- 00 44200000
14 200-10-10
‘ 00100000
(d) Quantization table 0i055 0,410:505,0+0-0
(quality = 2) 0 0-1 00000
0 1010 [00°0 00
35 7 9 11131517 0 00 00000

57 9 1113151719
7 9 111315171921
911131517 192123
11131517 19212325
131517 1921232527
1517 19212832527 29
17 1921 23 25 27 29 31
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Zig-Zag Ordering (cont’d)

(e) Block after quantization Horizontal frequency
Eqgn. (6) L
DC ACop ACpy

61 32020 0 -1

4 4200000 S

4 -200-10-10 3

0 01 00000 g

0 00 00000 =

0 0'-1 0 0 0F 0:0 3

00000000 §+

0.0 0 0.00::00

ACro ACq

(f) Zig-zag sequence

6134‘M420220000020001000000100100
OO1000000010000000000000000000000
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Intermediate Coding (cont’d)

(f) Zig-zag sequence
61,-3,4,-1 -4,2,0,2,-2,0,0,0,0,0,2,0,0,0,1 ,0,0,0,0,0,0,-1,0,0,-1,0,0,
0,0,-1,0,0,0,0,0,0,0,-1 ,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0
D C — (;g)> Intermediate synbol sequence
“(5|2)(2)-(3v 1 )(1 )!(6’ 1 )('1 )1(21 1 )('1 )v(4r 1 )('1 )v(7:1 )("1 ),(0,0)

symbol 1, symbol 2
DC  (6) (61) End of Block

AC (0,2) (-3)
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DC/AC Symbol Encoding

. . symbol 1 symbol 2
**DC encoding (size) (amplitude)
predictive == =i H - B 12048,2047]
coding: L o] DOLDCLt e 11 bits
. . symbol1 symbol2
14 AC encodlng (RUNEQGTH, SIZE) (AMPLITUDE)

#zeros preceding \
this coefficient #bits for amplitude
0 <= RUN-LENGTH <= 15 [-1023, 1024]
4 bits 10 bits

I[f RUN-LENGTH > 15, then symbol (15,0) means RUN-LENGTH=16

Image Compression




Entropy Encoding (cont’'d)

DC —l_{g) Intermediate synbol sequence
”(5,2)(2),(3,1)(1),(6,1)(-1),(2,1)(-1),(4,1)(-1),(7,1)(-1),(0, )
(e) Encoded bit sequence (total 98 bits)
1110111101001001000001000110110110111001011111111011
11011101011111011011100011101101111101001010

\
End of Block

See Table 8.17-8.19, page 500, 501, 501
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Entropy Encoding

Symbel_1

_ Symbel 2
(Variable Length Code (VLC))

(Variable Length Integer (VLI))

(Runlength, size) Code word o SRR .

(0.0) EOB 1010 Size Amplitude range
0.1) 00 1 LD
0.2) 01 2 -3,-2)(23)
(0.3) 100 3 G =i
(1,2) 11011 4 (1= (D)
@.1) 11100 5 (-31.-16) (16..31)
(3,1 111010 6 (-63.-32) (32.63)
@.1) 111011 7 (- 127.-64) (64..127)
(5.2) 11111110111 s (=255.— 128) (128.255)
S Ly 9 (-511.-256) (256.511)
& S 10 (-1023..-512) (512..1023)

(1,2)(12) > (11011 1100)

See Table 8.17-8.19, page 500, 501, 501

VLC VLI
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JPEG Examples

10 (8k bytes) 50 21k bytes) 90 (58k bytes)
worst quality, best quality,
highest compression lowest compression
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Results

Table 6. Resulis of JPEG Compression for Grayscale Image ‘Lisa" (320 X240 pixels)

Quality Original Compressed Compression Bits/pixel RMS
factors number of number of ratio (Cr) (Nb) error
bits bits
I 512,000 48,021 1066 075 2:25
2 512,000 30,490 1679 048 275
4 512,000 20,264 25:27 032 343
8 512,000 14,162 3614 022 4.24
15 512,000 10479 48.85 0-16 5.36
25 512,000 9.034 56-64 014 6-40
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Progressive JPEG

¢ The image is encoded in multiple scans, in
order to produce a quick, rough decoded
image when transmission time 1s long.

B
B

Progressive

el =

Sequential

~0 | @~
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Progressive JPEG (cont'd)

** Each scan, codes a subset of DCT coefficients.

s [et’s look at three methods:

(1) Progressive spectral selection algorithm
(2) Progressive successive approximation algorithm

(3) Combined progressive algorithm
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Progressive JPEG (cont'd)

(1) Progressive spectral selection algorithm

= Group DCT coefficients into several spectral
bands

= Send low-frequency DCT coefficients first
= Send higher-frequency DCT coefficients next

Band 1: DC coefficient only

Band 2: AC, and AC, coefficients

Band 3: AC,, ACs, ACs, AC,, coefficients
Band 4: AC;... AC,,, coefficients
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Progressive JPEG (cont'd)

(2) Progressive successive approximation
algorithm

= All DCT coefficients are sent first with lower
precision

= Refine them in later scans

Band 1: All DCT coefficients (divided by four)
Band 2: All DCT coefficients (divided by twao)
Band 3: All DCT coefficients {full resolution)
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Progressive JPEG (cont'd)

(3) Combined progressive algorithm
= Combines spectral selection and successive

approximation.
SCAN 1: DC band-1  SCAN 5: AC band-4
SCAN 2: AC band-1 SCAN & AC band-5
SCAN 3: AC band-2 SCAN 7: DC band-2
Hits SCAN 4: AC band-3 SCAN & AC band-6
b AL AL AL
banid-1 hand-1 hismed - biand-2
2
i ar A
bk =4 Eand-5
0 |DCband.2 AT band -6
0 1 2 DCT coefMicients
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Results using spectral selection

Spectral |
selection
Scan 1 DC, ACL, AC2
_ |
Scan 2 AC3I-ACO
Scan 3 ACI0-AC3S
Scan 4 AC 36-AC 63

Table 8. Progressive spectral selection JPEG. (Image ‘Cheetah™ 320 X 240 pixels —> 512,000 bits)

Scan number Bits transmitted Compression ratio Bits/pixel RMS ermor
1 29,005 17-65 0-45 1997
2 37,237 773 104 13.67
3 T1,25% 372 2-15 790
4 31,480 301 2-6 4-59
Sequential JPEG 172,117 2497 269 4-59
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Results using successive
approximation

‘ Successive
AFTrCVE e Fe
Table 9. Progressive successive approximation JPEG. (Image "Cheetah’: 320 X 240 pixels —> 512,000 bits)
Scan number Bits transmitted Compression ratio Bits/pixel RMS error
1 26,215 19-53 41 2248
2 34,506 843 095 1275
3 63,792 411 1.95 T-56
4 95,267 233 2-43 4-59
Sequential JPEG 172,117 297 269 4:59
SHoall =+ PV ER I W
‘ full resolution
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Example using successive

approximation
__after 0.9s

f

:‘_f 5 .’ ¢ r\' . . ¥
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Lossless JPEG

Use a predictive algorithm instead of DCT-based

~ Source Lossless JPEG encoder | Compressed
image data image data

: Entropy
R

)\

Table
specification
{a) (b}
Rk
BAE L _
e Ll kA B,0)
AR,
M
A=RAB.C)
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Fingerprint Compression

“* An image coding standard for digitized

fingerprints, developed and maintained by:

= FBI
= Los Alamos National Lab (LANL)

= National Institute for Standards and Technology
(NIST).

¢ The standard employs a discrete wavelet
transform-based algorithm (Wavelet/Scalar
Quantization or WSQ).
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Memory Requirements

“*FBI 1s digitizing fingerprints at 500 dots per
inch with 8 bits of grayscale resolution.

¢ A single fingerprint card turns into about 10
MB of data!

N

A sample fingerprint image
\\’\\ 768 x 768 pixels =589,824 bytes
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Preserving Fingerprint Details

The "white" spots in the middle of
the black ridges are sweat pores

They’re admissible points of
1dentification 1n court, as are the little
black flesh “islands” in the grooves
between the ridges

These details are just a couple pixels wide!
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What compression scheme should be
used?

s Better use a lossless method to preserve
every pixel perfectly.

s Unfortunately, in practice lossless methods
haven’t done better than 2:1 on fingerprints!

‘*Does JPEG work well for fingerprint
compression?
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Results using JPEG compression

file size 45853 bytes
compression ratio: 12.9

The fine details are pretty much
history, and the whole image has
this artificial “blocky” pattern
superimposed on it.

The blocking artifacts affect the
9 performance of manual or
automated

systems!
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Results using WSQ compression

file size 45621 bytes
compression ratio: 12.9

The fine details are preserved

better
than they are with JPEG.

NO blocking artifacts!
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WSQ Algorithm

WSQ Encoder:

Scalar Huffman
owT EE Quant. 3 Coder 10011101
f + + Compressed
Data

Tables Tables Tables

WSQ Decoder:

10079107 _’_HuffmanEE Scalar —3? IDWT

Decoder Dequant.
Compressed
Data 1 + *
Tables Tables Tables | Reconstructed
Fy 4 'y Image
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Varying compression ratio

“*FBI’s target bit rate is around 0.75 bits per
pixel (bpp)

=l.e., corresponds to a target compression
ratio of 10.7 (assuming 8-bit images)

s This target bit rate is set via a “knob” on
the WSQ algorithm.

=l.e.,, similar to the "quality” parameter in
many JPEG implementations.
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Varying compression ratio (cont'd)

“*In practice, the WSQ algorithm yields a higher
compression ratio than the target because of
unpredictable amounts of lossless entropy
coding gain.

=1.e., mostly due to variable amounts of blank
space in the images.

“*Fingerprints coded with WSQ at a target of

0.75 bpp will actually come 1n around 15:1




Varying compression ratio (cont'd)

Original image 768 x 768 pixels (589824 bytes)
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Varying compression ratio (cont'd)
0.9 bpp compression

WSQ image, file size 47619 bytes, JPEG image, file size 49658 bytes,
compression ratio 12.4 compression ratio 11.9

Image Compression



Varying compression ratio (cont'd)
0.75 bpp compression

WSQ image, file size 39270 bytes JPEG image, file size 40780 bytes,
cqmression ratio15.0 ‘comression ratio 14.5
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Varying compression ratio (cont'd)
0.6 bpp compression

WSQ image, file size 30987 bytes, JPEG image, file size 30081 bytes,
compression ratio 19.0 compressionratio 19.6
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